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Interaction driven enhancement of depth 
perception in angiographic volumes 
Simon Drouin, Daniel A. Di Giovanni, Marta Kersten-Oertel, D. Louis Collins 

Abstract— User interaction has the potential to greatly facilitate the exploration and understanding of 3D medical images for 
diagnosis and treatment. However, in certain specialized environments such as in an operating room (OR), technical and 
physical constraints such as the need to enforce strict sterility rules, make interaction challenging. In this paper, we propose to 
facilitate the intraoperative exploration of angiographic volumes by leveraging the motion of a tracked surgical pointer, a tool that 
is already manipulated by the surgeon when using a navigation system in the OR. We designed and implemented three 
interactive rendering techniques based on this principle. The benefit of each of these techniques is compared to its non-
interactive counterpart in a psychophysics experiment where 20 medical imaging experts were asked to perform a 
reaching/targeting task while visualizing a 3D volume of angiographic data. The study showed a significant improvement of the 
appreciation of local vascular structure when using dynamic techniques, while not having a negative impact on the appreciation 
of the global structure and only a marginal impact on the execution speed. A qualitative evaluation of the different techniques 
showed a preference for dynamic chroma-depth in accordance with the objective metrics but a discrepancy between objective 
and subjective measures for dynamic aerial perspective and shading. 

Index Terms— Image-guided surgery, Volume visualization, Interaction techniques, Depth cues, Evaluation, Angiography  
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1 INTRODUCTION
he human visual system models the environment by 
performing “a dynamic searching for the best inter-

pretation of the available data” [1]. For this reason, inter-
action is key, if not essential, to the understanding of 3D 
data presented on a 2D computer screen where many 
natural depth cues may be absent. Interaction paradigms 
used for the exploration of 3D models on a desktop com-
puter are well established. Simple mechanisms that use a 
mouse (often combined with a keyboard) are almost uni-
versally adopted and enable a rapid understanding of the 
3D structure of the data being visualized. However, in 
certain specialized environments, technical and physical 
constraints make the conventional paradigms impractical. 
This is the case in operating rooms where surgeons make 
use of image-guided neurosurgery (IGNS) systems. Such 
systems enable the visualization of brain scans (e.g. MRI, 
CT) during surgery to help guide the operation. The loca-
tion of a 3D tracked pointer is overlaid with the rendering 
of the scans, allowing the surgeon to understand the cor-
respondence between the images on the screen and the 
patient on the operating room table as illustrated in Fig-
ure 1 (a) and (b). 

 
Existing systems allow for very little interaction on the 
part of the surgeon which makes it difficult to correctly 
interpret the 3D structure of the anatomy displayed on 
the screen. While introducing interaction mechanisms 

may help to disambiguate the images, conventional inter-
action paradigms are not appropriate for the task. Bring-
ing a mouse or another physical interaction device in the 
sterile field of the OR is challenging and typically not er-
gonomically feasible. In practice, surgeons have to rely 
exclusively on verbal dictation to a technician or assistant 
to interact with the system [2]. More important than the 
interaction device is the paradigm of interaction. The 
conventional approach, which consists of presenting data 
from different point of views to facilitate understanding, 
is not appropriate during surgical navigation. In this 
phase, surgeons typically point at several parts of the 
anatomy using the tracked pointer while trying to mental-
ly map the image on the screen to the anatomy of the pa-
tient. At this point, preoperative scans need to be present-
ed to the surgeon from a point of view that is aligned 
with her/his own perspective of the patient. Any relative 
rotation or translation of the frames of reference makes 
the mapping task considerably more mentally challeng-
ing and error prone [3]–[5].  
 
In this paper, we propose several variants of a new inter-
action paradigm that overcome both constraints by using 
the motion of the tracked surgical pointer to enhance 
depth cues in the image rendered on the screen of the 
navigation system. This form of interaction uses a piece of 
equipment already present in the operating room and 
enables a better understanding of the images rendered on 
a screen while avoiding viewpoint changes to facilitate 
the aforementioned mental mapping by the surgeon. We 
evaluate the proposed interactive rendering techniques in 
a user study where participants are requested to perform 
a reaching task to position the pointer close to anatomical 
landmarks. In the study, we make use of angiographic 

xxxx-xxxx/0x/$xx.00 © 200x IEEE        Published by the IEEE Computer Society 

T 

———————————————— 
• Simon Drouin, Daniel A. Di Giovanni, and D. Louis Collins are with 

the Department of Biomedical Engineering at McGill University in the 
McConnell Brain Imaging Center, Montreal Neurological Institute, 
Montreal, Canada. 

• Marta Kersten-Oertel is with the Department of Computer Science and 
Software Engineering at Concordia University, Montreal, Canada. 

• Corresponding E-mail: simon.drouin@mail.mcgill.ca. 
•  



2 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS,  MANUSCRIPT ID 

 

volumes which are typically used in neurovascular inter-
ventions to treat aneurysms and arteriovenous malfor-
mations (AVMs), more specifically, we use computed to-
mography angiograms (CTA) (Figure 1c), which is part of 
the standard imaging protocol for neurovascular inter-
ventions at our institute. The visualization of this type of 
data is particularly challenging due to the complex three-
dimensional structure of vessel trees and the large inter-
patient anatomical variability, especially in the abnormal 
cases that require an operation.   
 
The rest of the article is structured as follows. We first 
review related work on the rendering of angiographic 
volumes as well as interactive techniques that have been 
applied to surgical guidance. Then, we describe each of 
the interactive rendering methods that we designed and 
the psychophysics experiment that was used to evaluate 
the benefit of each method. Finally, we present the results 
of the study as well as results of a questionnaire filled by 
participants of the study and draw conclusions. 

2 BACKGROUND AND RELATED WORK 
Rendering of angiographic volumes has received a lot of 
attention due to the complexity of vascular structures and 
the difficulty to interpret them given the large inter-
patient anatomical variability. In addition to the usual 
requirements for the rendering of 3D medical images, the 
visualization method employed should enable the per-
ception of distance between vessels occluding each other 
as well as between vessels and structures of interest (e.g. 
tumour). Additionally, when information is available, the 
visualization should allow to distinguish between arterial 
and venous systems [6]. 
 
Ropinski et al. [7] have designed a series of depth enhanc-
ing direct volume rendering methods including three dif-
ferent edge enhancement methods, color encoded depth 
(chroma-depth and its two-color variant, pseudo chroma-
depth), stereo (autostereoscopic screen) and depth of fo-
cus. They compared each method with simple direct vol-
ume rendering in a user study. Participants performed the 
task more accurately using the “overlaid edge” method 

but were faster using pseudo chroma-depth. Kersten et al. 
[8] ran a similar study comparing edge enhancement, 
pseudo chroma-depth, aerial perspective (fog), kinetic 
depth and stereo (alternating eye active glasses). Pseudo 
chroma-depth yielded the highest accuracy for both nov-
ices and experts taking part in the study. Both groups 
were faster with the aerial perspective cue and while ex-
perts qualitatively preferred aerial perspective, novices 
had a slight preference for pseudo chroma-depth. Abhari 
et al. [9] proposed a contour-enhancement volume ren-
dering method that is found to be more effective than 
simple volume rendering in a user study, where each of 
the 10 participants needed to determine whether two ves-
sel segments are connected. Joshi et al. [10] compared 
simple volume rendering with and without lighting, dis-
tance color blending, tone shading and halo-enhanced 
volumes in a systematic analysis of the preference of ex-
perts and found tone shading and distance color blending 
were prefered for conveying depth. Ritter et al. [11] intro-
duced a surface-based non-photorealistic vessel rendering 
method where simulated shadows encode relative depth 
and hatching is used to enhance curvature of the vessels. 
Lawonn et al. [12] build on the depth encoded shadows 
idea of Ritter et al. and added depth-dependent halo con-
tours, supporting lines that connect user-defined vessels 
to a plane and shape enhancing streamlines [13]. Both 
Ritter and Lawonn evaluate their method in a user study 
based on a web questionnaire where marked vessels need 
to be ordered in depth. Lawonn et al. compared the pro-
posed method with pseudo chroma-depth as well as 
Phong shading. Lawonn et al. extended their supporting 
line idea to propose an automatic method to position 
supporting lines that are connected to a user-defined cy-
lindrical region used to carve out other anatomical ele-
ments and reveal vessels [14]. The idea of enhancing 
depth with supporting structural elements is taken a step 
further by Kreiser et al. who fill the void between vessels 
with a smoothly interpolated surface encoding depth in-
formation, leaving the surface of the vessels themselves 
empty and thus allowing the encoding of application-
specific information[15]. In a different but related type of 
work, Wang et al. [16] proposed different methods to 

 

Figure 1 - Illustration of the use of navigation systems during a neurovascular intervention. (a) Overview of the OR setup, showing the sur-
geon pointing at the anatomy with a tracked tool while looking at the screen of the navigation system. (b) Enlarged view of the tracked 
pointer manipulated by the surgeon. (c) Example of a 3D rendered angiographic CT of a patient operated for an arteriovenous malfor-
mation (AVM). 
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transfer depth information from low-resolution CTA to a 
high-resolution 2D x-ray image. Both color-coded depth 
and edge enhancement with corrected occlusion were 
found to outperform prior methods. 
 
Dynamic depth cues have received little attention in the 
field of medical image visualization. The previously men-
tioned work of Kersten et al. [8] has looked at the cue of 
Kinetic Depth where the visualized volume’s rotation is 
automatically animated, but the performance of users 
with this cue wasn’t improved. This may be due to the 
fact that motion is generated automatically instead of be-
ing the result of user interaction. The human visual per-
ception literature has considered the interaction between 
human visual and motors systems (see [17] for an exten-
sive review on this topic). Anticipatory mechanisms in the 
brain are thought to foresee the sensory consequences of 
motor actions and thus facilitate understanding of the 3D 
structure of the environment. For this synergy to happen, 
motion must be generated by the motor system of the 
observer. 
 
Other groups have looked at user interaction as a way to 
improve perception of medical data. Bichlmeier et al. in-
troduced the concept of the virtual mirror [18]. It relies on 
the motion of a tracked surgical tool to allow the surgeon 
to interact by rendering a virtual dentist’s mirror tracked 
by the tool. Joshi et al. [19] proposed an interactive clip-
ping method for volume rendering. Their method allows 
clipping away cubic, spherical and cylindrical regions of a 
volume to preserve as much contextual information as 
possible. The concept of a virtual window or magic lens 
[20] has been used by several groups in different contexts 
to facilitate perception. The idea is to allow users to inter-
actively define a region of interest where the external sur-
face of the rendered data is hidden, cropped, carved or 
made semi-transparent to reveal underlying structures. 
Such a paradigm creates powerful occlusion cues between 
the external surface and internal structures which helps 
users understand the geometry of internal structure. 
Mendez et al. [21] define a cuboid region around a 
tracked tool manipulated by the user to cut the surface of 
an organ and reveal vessels underneath. Bichlmeier et al. 
[22] create a semi-transparent region in the patient skin 
inside a conical channel aligned with the line of sight of a 
head-mounted display (HMD). Users may look through 
the skin anywhere by moving their head. Kalkofen et al. 

[23] go beyond the simple cut-out paradigm of the virtual 
window by allowing different compositing patterns in-
side the region of interest to be manipulated by the user. 
In Gras and al. [24], the virtual window is produced by 
sensing the force applied to the patient’s tissues by a 
tracked probe manipulated by the user. Force sensing 
information is also used to deform virtual models of the 
underlying anatomy which is producing a motion cue 
that further enhances depth perception.  
 
In this paper, our goal is to combine the benefits of some 
of the static depth enhancements methods that have been 
proposed for the visualization of angiographic volumes 
with the benefits of interactive methods. We hypothesize 
that the modification of the parameters of depth en-
hancement methods with user-generated motion will 
provide additional information and enable better depth 
perception. 

3 DYNAMIC RENDERING METHODS 
We propose to leverage the motion of the tracked pointer 
to dynamically modify the rendering parameters of three 
previously studied depth cues: shading, pseudo chroma-
depth and aerial perspective. In this section, we describe 
each of the three dynamic rendering methods developed, 
together with their non-interactive counterparts that will 
serve as a basis of comparison in the psychophysics ex-
periment described in the remainder of the article. 
 
The goal of the techniques presented here is to identify 
concrete mechanisms by which current intraoperative 
visualization techniques can be improved rather than to 
demonstrate some properties of the visual system of the 
user. For this reason, we developed all our rendering 
methods on top of the currently accepted standard for 
these types of visualization rather than trying to render 
each depth perception cue in isolation. We have based all 
our methods on a ray-casting approach where each sam-
ple is shaded using the Blinn-Phong model [25]. Shading 
is known to provide important surface orientation infor-
mation to the human visual system [26], information 
which may be integrated to compute depth. However, all 
methods we implement should be equally influenced by 
this cue and its presence will allow a direct comparison of 
our proposed rendering methods with the ones currently 
used in medical practice. 

 
 
 
 
 
 
 
 
 

 
Figure 2 - Illustration of static and dynamic shading. (a) In static shading, the virtual light source is located at the same position as the 
virtual camera. (b) shows an example of static shading. With dynamic shading (c) the virtual light source is tracked by the tip of the 
pointer manipulated by the surgeon. (d) shows an example of dynamic shading. 
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3.1 Shading 
The static shading condition is our baseline rendering 
method. In this condition, each sample of the ray-casting 
loop is shaded using the Blinn-Phong model. The light 
source that is used to compute the shading terms is locat-
ed at the position of the virtual camera and the pointer’s 
motion has no influence on the rendering. The method is 
illustrated in Figure 2(a) and an example is shown in Fig-
ure 2(b).  
 
In the dynamic shading method, we attach the virtual 
light source to the tip of the tracked pointer manipulated 
by the user as illustrated in Figure 2(c). The user can then 
use the pointer as a digital lantern and gather information 
about the vascular structure based on reflection patterns 
on the vessels. To further help localize the pointer in rela-
tion to the vasculature in the dynamic shading method, 
the light intensity falls off linearly with distance from the 
pointer. The dynamic rendering method is illustrated in 
Figure 2(c) and a dynamic shading example is shown in 
Figure 2(d). 

3.2 Chroma-Depth 
Chroma-depth is a depth cue that encodes distance from 
the observer with color. Different color schemes are pos-
sible but the most typical one, often called pseudo chro-
ma-depth, encodes depth using a gradient between red 
(close) and blue (far). This color scheme choice is motivat-
ed by the chromostereopsis effect which causes the brain 
to perceive red elements of an image as closer than blue 
ones. Elements of different colors located at the same dis-

tance from the observer produce slightly different binocu-
lar disparity because of different refraction angles in the 
cornea and lens of the eye, which results in a slightly dif-
ferent perception of depth [27]. Both [7] and [8] have 
found chroma-depth to be the most efficient depth cue 
amongst the ones they studied.  
 
Our approach to render chroma-depth differs from both 
Ropinski et al.[7] and Kersten et al.[8] in that it is based 
on a shaded rendering model. The color of each sample of 
the ray-casting loop is computed according to equation 
[1]. 
 
 𝐶"#$%&' = 𝑝ℎ𝑜𝑛𝑔(𝑝) ∗ 𝑚𝑖𝑥(	𝐶5'6, 𝐶8&9', 𝑟	)  [1] 
 
Where 𝐶"#$%&' is the output RGB color, p is the position in 
the volume that is being sampled, phong(p) is the result of 
computing the Blinn-Phong shading model at position p, 
mix(a,b,r) interpolates linearly between colors a and b with 
ratio r and 𝐶5'6 and 𝐶8&9' are constant RGB triplets repre-
senting pure red and blue. The choice of interpolating 
colors in the RGB space is deliberate. While certain color 
spaces such as CIE LAB provide a way to interpolate col-
ors to obtain a linear progression of perceptual qualities 
like saturation and lightness, no such model exists for the 
perception of depth due to the chromostereopsis effect. 
Bailey and Clark interpolate in the HSV space [28], Wang 
et al. use a divergent color map where the transition be-
tween red and blue goes through an intermediate point of 
desaturation (white) [29], while others employ linear in-
terpolation in RGB space [7], [8]. In the absence of a vali-

 
 
 
 
 
 
 
 
 
 

 
Figure 3 – Illustration of the static and dynamic chroma-depth methods. (a) In static chroma-depth, the color gradient from red to blue 
spans over the range of depth covered by the volume. (b) shows an example of static chroma-depth. With dynamic chroma-depth (c), the 
color gradient starts at a plane defined by the position of the pointer and perpendicular to the viewing axis and spans over a predefined 
range. (d) shows an example of dynamic chroma-depth. 

 
 
 
 
 
 
 
 
 

 
Figure 4 – Illustration of the static and dynamic aerial perspective methods. (a) In static aerial perspective, the anatomy dissolves into the 
background over the depth range of the entire volume. (b) shows an example of static aerial perspective. With dynamic aerial perspective 
(c), the dissolution gradient starts at a plane defined by the position of the pointer and perpendicular to the viewing axis and spans over a 
predefined distance. 
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dated model, we simply interpolate in RGB space. 
 
In the static version of the chroma-depth method, the 
mixing ratio r is based on the depth range of the whole 
volume as shown in equation [2]: 
 

 𝑟";#;<= = 	
𝑑% − 𝑑$<@
𝑑$#A − 𝑑$<@

 [2] 

where 𝑑% is the distance of the sampled point to the cam-
era and (𝑑$<@, 𝑑$#A) define the depth range of the whole 
volume. In the absence of user input, spreading the gradi-
ent over the complete depth range is the best way to max-
imize depth discrimination without making assumptions 
about the location of the target. In the dynamic version of 
the chroma-depth rendering method however, we are 
able to limit the range further as the user is free to move 
the pointer to any area of interest. We limit the range to a 
pre-defined distance and start the red-blue gradient from 
a depth plane located at the tip of the tracked pointer. The 
predefined range was determined by gathering the feed-
back of users during an informal pilot study. The mixing 
ratio is computed using equation [3]: 
 

 𝑟6B@#$<= = 	𝑐𝑙𝑎𝑚𝑝 F	
𝑑% − 𝑑%G<@;'5

𝑔
, 0, 1	J [3] 

where the clamp function is used to restrict the value be-
tween [0,1], 𝑑%G<@;'5 is the distance between the camera 
and the tracked pointer tip projected on the camera axis 
and g is the pre-defined range of the gradient. The algo-
rithm is illustrated in Figure 3(c) and a dynamic chroma-
depth example is shown in Figure 3(d). 

3.3 Aerial Perspective 
Aerial perspective refers to the fading contrast and color 
of distant objects caused by the scattering of light on par-
ticles floating in the air (fog, smoke, humidity, etc.). In 
computer graphics, this cue is usually rendered by pro-
gressively mixing distant object’s color with the back-
ground color and is most often referred to simply as 
“fog”.  In this paper, we render the fog effect by simply 
mixing the result of the Blinn-Phong shading model with 
the background color (equation [4]). 
 

 𝐶"#$%&' = 	𝑚𝑖𝑥(	𝑝ℎ𝑜𝑛𝑔(𝑝), 𝐶8#=K, 𝑟	)  [4] 
 

Where 𝐶8#=K is the RGB color of the background. The 
mixing ratio r is obtained with the same strategy as for 
chroma-depth: equation [2] for the static fog rendering 
method and equation [3] for the dynamic equivalent. Both 
the static and dynamic fog rendering methods are illus-
trated in Figure 4. 

4 EXPERIMENT 
We implemented a psychophysics experiment to validate 
the static and dynamic cues. The goal of the experiment is 
to evaluate whether the dynamic rendering techniques 
proposed provide a better understanding of the vascula-
ture than their static counterpart. 

4.1 The physical setup 
The setup for the study is illustrated in Figure 5. It is 
meant to simulate the OR context in which angiographic 
volumes are used to guide a surgery. The system tracks a 
surgical pointer manipulated by the user. A plexiglass 
frame maintained fixed above the table serves as a 
mockup for a craniotomy and indicates the location of the 
operating field for the user. The rendered angiographic 
volumes and a 3D representation of the pointer and frame 
are presented to the user on a screen located beyond the 
simulated operative field. The volumes presented on the 
screen have been registered to the plexiglass frame so that 
during the experiment, the position and orientation of the 
pointer relative to the volume is known at all time. 
 
The design of the task is based on a depth measurement 
scheme called “perceptual matching” which has been 
used extensively in the field of human visual perception 
to evaluate the relative perception of depth by an observ-
er of both real and virtual objects [30]–[37].  

4.2 The task 
To start each trial in the study, users must touch a black 
circular marker on the reference frame. This allows users 
to control the start of the trial and the experimenter to 
make sure all trials are started with the pointer in the 
same position. Users are then presented with an angio-

 
 
 
 
 
 
 
 
 
 

 
Figure 5 – Illustration of the physical setup of the psychophysics experiment used to compare rendering methods. (a) General overview 
of the setup showing the position of the subject relative to the display and tracking camera. (b) A closer look at the working area showing 
the tracked pointer, the remote control and the frame of reference that indicates the general location of the angiographic volume in physi-
cal space. (c) The image rendered on the screen using the dynamic chroma-depth method and showing a 3D representation of the 
tracked pointer. 



6 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS,  MANUSCRIPT ID 

 

graphic volume where two vessels have been labelled 
with a green sphere (as illustrated in Figure 5c). The task 
consists of positioning the tip of the tracked pointer as 
close as possible to the closest of the two targets without 
touching it. This procedure is meant to force users to con-
sider both the global structure of the vasculature when 
making a choice about the closest target and the local 
structure when approaching the chosen one. If one of the 
targets is touched, the trial is immediately terminated, 
and the data is discarded. This is done to make sure that 
subjects use the examined depth cues to perform the task 
rather than mutual occlusion of the pointer representation 
and target vessels. The target spheres have sizes that are 
relative to the diameter of their corresponding vessel 
segments so that this property can’t be used to infer the 
distance of the target. When users have positioned the 
pointer as close to the chosen target as they can judge 
from the rendered vasculature, they end the trial by press-
ing a button on a presentation remote they hold in their 
other hand. To force the participants to act quickly, each 
trial is timed.  If the remote is not pressed within 15 sec-
onds, the system beeps and the data is discarded. 

4.3 Study Details 
During the experiment, the CTAs of 10 different patients 
are presented to the user. Each volume is presented 8 
times. Each presentation is from a different point of view 
and with different target vessels, for a total of 80 trials for 
each subject. Each of the trials is rendered with one of the 
three different rendering methods in one of the two 
modes: static or dynamic shading, static or dynamic 
chroma-depth or static or dynamic aerial perspective. The 
association of rendering method with each of the 80 trials 
and the order in which each of the trials is presented is 
randomized for each subject. Before the study starts, each 
subject is guided through a training phase. First, the sub-
ject watches a 10 minutes PowerPoint presentation nar-
rated by the experimenter where the task is explained and 
each of the rendering methods employed during the 
study is described. The experimenter then runs a demon-

stration mode of the study that simply cycles through the 
6 rendering methods with the same volume but is other-
wise identical to the real experiment. After, the subject is 
trained in the demonstration mode until she/he feels 
comfortable with the system before running the study. 
 
To gather qualitative information about user’s experience 
with the different rendering methods, we developed an 
online questionnaire that was filled out by every subject 
after running the study. The goal of the questionnaire was 
to collect subjective feedback on each of the rendering 
methods they experimented with, and to determine how 
effective they thought each method was to determine the 
relative depth of the targets and correctly approach the 
chosen one. We also provided a free form text box to enter 
general comments about the relative effectiveness of dif-
ferent rendering methods. A copy of the questionnaire is 
provided in the supplementary material published with 
this paper. 

4.4 The implementation 
The user study implementation uses the open source nav-
igation system called IBIS Neuronav [38]. The IBIS soft-
ware captures the 3D pose of the tracked pointer and ref-
erence frame with a Polaris optical tracking system (NDI, 
Waterloo, ON, Canada). The volumetric CTA data is ren-
dered using the PRISM framework[39] which is integrat-
ed in IBIS Neuronav. The framework implements a GPU 
ray-casting method while providing the possibility to 
replace key parts of the ray integration method with cus-
tom code. Each of the rendering methods presented to the 
user during the study is implemented as a simple modifi-
cation of the ray-casting method that takes into account 
the position of the tip of the pointer. The workflow of the 
study is controlled by a custom extension to the IBIS 
software that was created for this study. It guides the user 
through the study, randomizes trial order and records all 
the data required for the analysis of the user’s perfor-
mance. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6 – Box plot ( center line: median, vertical line: (min, max), box: (25th, 75th) percentile, notch: 95% confidence interval, star: mean) 
of metrics of the study for the different rendering methods evaluated: (a) Distance between pointer and chosen target at the end of the 
trial, (b) Percentage of correctly identified closest target, (c) Duration of a trial. 
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During our study, the IBIS Neuronav software ran on an 
Ubuntu Linux 14.04 PC equipped with an Intel Quad 
Core i7 processor, 32Gb of RAM and an NVidia GeForce 
GTX 670 graphics card with 4Gb of video memory. The 
PC is installed on a cart and controlled by the experi-
menter and drives a second monitor (shown in Figure 5a) 
that presents images to the subject. 

5 RESULTS 
The study was run with 20 subjects (9 female, 11 male, 
age 23-53y). They were all professors or graduate stu-
dents who are working on the analysis, processing or vis-
ualization of brain scans on a daily basis. All subjects had 
normal or corrected to normal vision and correct percep-
tion of color (i.e., no color-blind subject). Most subjects 
(18) went through the training round only once while the 
other two requested a second round of training before 
feeling comfortable enough to run the study.  

5.1 Psychophysics experiment 
During the experiment, we recorded: 

1. The distance between the closest target and the 
tip of the pointer at the end of the trial (accura-
cy). 

2. Whether the user correctly identified the closest 
target (correctness). 

3. The time taken by the user to execute one trial 
(trial time). 

The graphs of Figure 6 shows the mean and standard de-
viation of those three metrics (accuracy, correctness and 
trial time) for each of the rendering methods examined. 

For each of the metrics, we computed a two-way re-
peated measures ANOVA where the first factor indicates 
the rendering method (Shading, Chroma-depth or Fog) 
and the second factor indicates whether the dynamic or 
the static version of the method was used (dynamics). 

5.1.1 Effect on targeting accuracy 
For the interaction between dynamics and rendering 
method, Mauchly's test indicated that the assumption of 

sphericity had been violated (χ2(2) = 9.47, p = .009). After 
applying a Greenhouse-Geisser correction, there was no 
statistically significant two-way interaction between the 
factors (F(2, 38) = 3.26, p = .069). However, the main effect 
of dynamics showed a statistically significant difference 
between dynamic and static conditions (F(1, 19) = 18.71, p 
< .001). When using a dynamic rendering method, partic-
ipants were able to get on average 7.5 mm closer to the 
target than with static conditions (95% Confidence inter-
val (3.85,11.07)). For the main effect of the rendering 
method, the ANOVA showed a significant difference of 
accuracy between rendering methods (F(2, 38) = 9.22, p < 
.001). Post-hoc pairwise t-tests (Bonferoni corrected for 
multiple comparisons) revealed a significant difference 
between chroma-depth and shading and between fog and 
shading, but not between chroma-depth and fog. Statisti-
cally significant results are summarized in Table 1. 
 

Methods Diff 
(mm) 

95% CI p 

Chroma/Shading 5.8 (1.07,10.48) 0.014 
Fog/Shading 6.6 (1.95,11.19) 0.004 

Table 1 – Statistically significant pairwise comparison of mean accu-
racy between rendering methods. We show mean difference be-
tween methods in the left column (Diff), 95% confidence intervals 
(95% CI) and Bonferoni-corrected p-value of the t-test. 

5.1.2 Effect on correctness 
Despite the higher mean selection correctness obtained 
for dynamic chroma-depth and fog, The ANOVA didn’t 
reveal a significant interaction between dynamics and 
rendering method nor a significant main effect for one of 
the factors. 

5.1.3 Effect on time 
For the interaction between dynamics and rendering 
method, there was a statistically significant two-way in-
teraction between factors (F(2, 38) = 7.76, p = .001). There 
was a simple main effect of dynamics on chroma-depth 
and fog, but not on shading. Detailed results of the simple 
main effect are shown in Table 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7 – Box plot ( center line: median, vertical line: (min, max), box: (25th, 75th) percentile, notch: 95% confidence interval, star: mean)  
of the subjective evaluation (Likert scale 1-5, where 1 = strongly disagree and 5 = strongly agree) of the rendering methods. (a) The ren-
dering method helped reach the target accurately, (b) The rendering method helped determine the closest target. 
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Methods Diff 

(ms) 
95% CI F(1,19) p 

Chroma 1284  (712, 1856) 22.09 < 0.001 
Fog 748 (274, 1223) 10.88 0.004 

Table 2 – Statistically significant simple main effect of dynamics on 
rendering method. We show the time difference between means of 
static and dynamic conditions (Diff), the 95% confidence interval 
(95% CI), the F statistics and the corresponding p-value. 

There was no significant difference between dynamic 
rendering methods (F(2, 38) = 1.01, p = .374), but there 
was a significant difference between static rendering 
methods (F(2, 40) = 4.97, p = .012). A post-hoc pairwise t-
test reveals there is only a significant difference between 
static shading and static chroma-depth (shading was fast-
er by 665 ms, 95% confidence interval (178, 1153), p = 
0.006). 

5.2 Questionnaire 
The core of the form filled by participants consisted of 
questions where users were required to subjectively rate, 
on a Likert scale (1-5), whether each of the rendering 
methods: 

1. Helped reach target more accurately (accuracy) 
2. Helped determine the closest of the two targets 

(correctness) 

Figure 7 presents the means and standard deviations of 
Likert scores obtained for each of the rendering methods 
and for both aspects. 
We computed a 2-way repeated measures ANOVA for 
both aspects (correctness and accuracy) using again the 
rendering method as the first factor and dynamics as the 
second factor.  

5.2.1 Effect on accuracy 
There was a statistically significant interaction in user 
perception between dynamics and rendering method (F(2, 
38) = 4.60, p = .016). Dynamics had a significant simple 
main effect for all three rendering methods, with a sys-
tematically higher score for dynamic over static as shown 
Table 3. 
 

Method Dynamic – 
Static 

95% CI F(1,19) p 

Chroma 1.2 (.71, 1.69) 25.81 < .001 
Fog .9 (.42, 1.38) 15.55 .001 

Shading 1.6 (1.13, 2.07) 51.75 < .001 
Table 3 – Simple main effect of dynamics over rendering method. 
We show the mean Likert score difference between dynamic and 
static (Dynamic – Static), the 95% confidence interval (95% CI), the 
F statistics and the p-value for each method. 

There was a statistically significant difference in user per-
ception between both static rendering methods (F(2, 38) = 
9.85, p < .001) and dynamic rendering methods (F(2, 38) = 
10.23, p < .001). Table 4 shows the significant pairwise 
comparisons (t-test with Bonferoni correction for multiple 
comparisons) between rendering methods for both static 
and dynamic conditions. 

 
 Rendering 

Method 
Diff 95% CI p 

Static Chroma/Fog 
Chroma/Shading 

.65 

.60 
(.31, .10) 
(.16, 1.04) 

< 
.001 
.006 

Dynamic Chroma/Fog 
Shading/Fog 

.95 

.75 
(.40, 1.50) 
(.09, 1.41) 

.001 

.022 
Table 4 – Significant pairwise comparison between all static render-
ing methods and all dynamic rendering methods. We show the mean 
different of the Likert Score (Diff), the 95% confidence interval (95% 
CI) and the p-value of the t-test (p). 

5.2.2 Effect on correctness 
There was a statistically significant interaction in user 
perception between dynamics and rendering method (F(2, 
38) = 7.66, p = .002).  Dynamics had a significant simple 
main effect for all three rendering methods, with a sys-
tematically higher score for dynamic over static as shown 
Table 5. 
 
Method Dynamic – 

Static 
95% CI F(1,19) P 

Chroma .40 (.05, .75) 5.63 .028 
Fog .55 (.20, .91) 10.50 .004 

Shading 1.25 (.80, 1.70) 33.45 < .001 
Table 5 – Simple main effect of dynamics over rendering method. 
We show the mean score difference between static and dynamic 
(Dynamic – Static), the 95% confidence interval (95% CI), the F 
statistics and the p-value for each method. 

There was a statistically significant difference in user per-
ception between both static rendering methods (F(2, 38) = 
9.85, p < .001) and dynamic rendering methods (F(2, 38) = 
10.23, p < .001, after applying a Greenhouse–Geisser cor-
rection for violating sphericity). Table 6 shows the signifi-
cant pairwise comparisons (t-test with Bonferoni correc-
tion for multiple comparisons) between rendering meth-
ods for both static and dynamic conditions. 
 

 Rendering 
Method 

Diff 95% CI p 

Static Chroma/Fog 
Chroma/Shading 

1.15 
1.10 

(.43, 
1.87) 
(.50, 
1.70) 

< .001 
< .001 

Dynamic Chroma/Fog 
Shading/Fog 

1.00 
.75 

(.31, 
1.69) 
(.02, 
1.49) 

.003 

.044 

Table 6 – Significant pairwise comparison between all static render-
ing methods and all dynamic rendering methods. We show the mean 
different of the Likert Score (Diff), the 95% confidence interval (95% 
CI) and the p-value of the t-test (p). 

6 DISCUSSION 
The results of the psychophysics experiment suggest that 
the proposed dynamic rendering methods provide an 
improved appreciation of the local structures of the vas-
culature as users were able to get significantly closer to a 
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target vessel without touching it, compared to the static 
methods. This could be explained by the fact that dynam-
ic methods provide information that is inherently more 
local than their static counterpart. For example, the dy-
namic chroma-depth method implements a depth gradi-
ent over a much shorter range than its static equivalent, 
which enables a finer representation of local information 
given the limited range of hues that can be represented by 
the medium and perceived by the human visual system. 
Similar observations can be made for aerial perspective 
and shading.  
 
Although dynamic methods provide a better appreciation 
of the local structure of vessels, our experiments did not 
find this to be true for the appreciation of the global struc-
ture as there was no significant difference between static 
and dynamic methods in terms of determining the closest 
of two targets in each trial of the study (i.e. correctness). 
Given the local aspect of the information depicted by the 
dynamic methods discussed above, this is not a surpris-
ing result. 
 
Generally speaking, dynamic rendering methods have a 
negative impact on the time required to complete a trial. 
This could be explained by the fact that with dynamic 
methods, a longer exploration of the vasculature provides 
additional information about the structure while with 
static methods, all the information is available from the 
start. This assumption was confirmed by comments from 
several participants of the study who reported having a 
tendency to spend more time exploring with dynamic 
methods. This assumption is also consistent with the sim-
ple main effect of dynamics on different rendering meth-
ods. There was a significant trial time difference between 
static and dynamic methods for chroma-depth and fog 
while there was none for shading. We can hypothesize 
that shading provided less information that is relevant to 
the completion of the task and hence led the participants 
to spend less time exploring the volume before complet-
ing a trial, which is consistent with the results for accura-
cy, where chroma-depth and fog outperformed shading. 
 
The results of the questionnaire show that participants 
estimate that their performance, both for accuracy and 
correctness, was improved when using dynamic render-
ing methods. Furthermore, their preferred method in both 
cases is chroma-depth. These results are consistent with 
the performance in the psychophysics study, to one dif-
ference: participants appear overly confident about the 
benefit of dynamic methods to determine the closest tar-
get while their performance in the task wasn’t significant-
ly better.  
 
The most surprizing discrepancy between objective met-
rics and the results of the questionnaire is with the shad-
ing and fog dynamic methods. While participants per-
formed significantly worst with dynamic shading on the 
objective measures, they didn’t judge their performance 
significantly worse than with chroma-depth (for both cor-
rectness and accuracy) and estimated shading benefited 

the most from interaction (mean Likert score difference 
between static and dynamic, accuracy: 1.6 against 1.2 for 
chroma-depth and 0.9 for fog, correctness: 1.25 against 0.4 
for chroma-depth and 0.55 for fog). We speculate that par-
ticipants may have been positively biased by the natural 
aspect of the visuo-motor scheme involved in dynamic 
shading. Everybody has experimented with a similar ges-
ture when, for example, examining the interior of an ob-
ject, machine or vehicle using a flashlight. Another aspect 
that may explain the results for dynamic shading is the 
fact that it provides a richer type of information, inherent-
ly three-dimensional, compared to chroma-depth and fog, 
which provide information only along the z-axis. As 
depth information is sufficient for the execution of the 
task involved in our psychophysics experiment, it is not 
surprising that the methods from which this information 
is obtained most directly (chroma-depth and fog) outper-
forms shading. In a clinical context however, the addi-
tional information provided by dynamic shading may be 
important. Further investigation using more complex, 
task-relevant metrics are needed in order to verify this 
hypothesis. 
 
In the case of dynamic fog, we find the opposite discrep-
ancy between objective and subjective metrics. Dynamic 
fog obtains a significantly lower Likert score for both cor-
rectness and accuracy despite the fact that participants 
performed better in terms of accuracy. The results for fog 
could be explained by the fact that objectively, this cue 
contains the same information as chroma-depth, which 
results in a similar performance on an objective task, but 
is less visually striking, which may subjectively bias users 
against it.  

7 CONCLUSION AND FUTURE WORK 
The goal of this paper was to investigate the benefits of 
3D rendering techniques that rely on the manipulation of 
a positioning device available in operating rooms to im-
prove the perception of angiographic volumes used to 
guide a neurovascular surgical intervention. We have pre-
sented three different interactive rendering techniques 
based on this principle and compared the performance of 
users with each of those techniques to their performance 
with the comparable non-interactive counterpart. The 
quantitative results of the study have shown the potential 
of some interactive techniques based on the cues of chro-
ma-depth and aerial perspective (fog) to significantly im-
prove the ability of users to navigate the local structure of 
the vasculature while not being detrimental to the appre-
ciation of the global structure. Dynamic methods did 
have a negative impact on the speed of execution. How-
ever, delays on the order of a few seconds are negligible 
during a surgical operation and are an acceptable price to 
pay if it results in an improvement of accuracy. 
 
Further work is necessary to refine the interactive tech-
niques we developed. In particular, it is important to 
measure the effect of the chosen depth range over which 
we compute the color mixing gradients for dynamic 
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chroma-depth and aerial perspective. It should also be 
determined whether the fact that vessels outside the pre-
defined range are represented with a single depth level 
has a negative impact on the user’s perception. 
 
Another important aspect that requires attention is the 
perceptual linearity of color encoding schemes used in 
dynamic methods. The accuracy of depth judgement is 
highly dependent on the use of a system where equal var-
iations of physical depth produce equal variations in per-
ceived depth. As mentioned earlier, no such perceptually 
uniform system has been defined for the chroma-depth 
effect. The depth perception in chroma-depth has been 
shown to result from a combination of factors including 
chromatic aberration[27] and luminance differences be-
tween red and blue [40], which makes it difficult to rely 
on any existing color system for interpolation. To account 
for these factors, it is necessary to conduct thorough psy-
chophysics study that will assess the relative perceived 
depth of different colors. 
 
The discrepancy between subjective appreciation and 
objective measures of the different dynamic techniques 
could be due to the limitations of the metrics we have 
used to evaluate the method. Some interactive methods 
such as dynamic shading may provide spatial infor-
mation to the user that is not critical to the execution of 
the task we proposed, but that may help to better appre-
ciate the vascular structure and thus be beneficial for a 
surgeon in a real operation. New evaluation metrics are 
needed for interactive rendering methods that would seek 
to evaluate the perceptibility of more abstract domain-
specific information and better evaluate the usefulness of 
the method. 
 
In the future, we will adapt the techniques developed in 
this paper to the field of surgical augmented reality (AR). 
This technology can greatly simplify the mapping of brain 
scans with the patient on an operating room table but is 
associated with a diminished perception of depth. The 
methods developed in this paper are compatible with the 
constraints of surgical AR and could potentially help mit-
igate the depth perception problem associated with this 
technology. 

 
We believe that the work presented in this paper is rele-
vant beyond the field of medical image visualization. It is 
now well established that preparation and execution of 
motor actions have an important impact on the ability for 
an observer to visually perceive three-dimensional struc-
tures[17]. Until recently, there was a lack of affordable 
devices and displays to take full advantage of this phe-
nomenon when designing visualization programs. In the 
past couple of years however, we have seen a multiplica-
tion of the number of affordable motion sensing devices 
that enable more natural interaction with computers (e.g. 
motion sensors, cameras, hand and eye tracking systems). 
Simultaneously, the variety of commonly used displays 
for which the traditional mouse and keyboard paradigm 
is impractical has also greatly increased (augmented and 

virtual reality headsets, immersive projection screens, 
mobile devices). A sensible display and interaction para-
digm still has to be defined for several combinations of 
those new tools. Our work demonstrates that user-
generated motion can be leveraged to encode important 
local information in 3D rendered images. This encoding 
pattern could find applications in various fields such as 
computer gaming, design, architecture and data visuali-
zation. It would be particularly useful in cases where vir-
tual or augmented head-mounted displays are combined 
with embedded hand trackers or simple 3D tracked re-
mote controls. This is a promising direction for future 
work. 
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